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 This paper considers a class of fractional-order glucose-insulin interaction with time delay 

for analyzing the dynamic behaviors such as Hopf bifurcation, local asymptotic stability 

and global asymptotic stability. The stability of the equilibrium state is investigated by 

analyzing the eigenvalue of the corresponding characteristic matrix for the fractional-

order time delay models using a Laplace transformation for the Caputo-fractional 

derivatives. Some sufficient conditions are established to guarantee the uniqueness of the 

equilibrium point. Numerical simulations have been used to verify the theoretical 

analysis. 
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1. Introduction 

 

This paper is a continuation of [1] and [2]. Stability theory is 

one of the most important and rapidly developing fields of 

applied mathematics and mechanics. The stability studies are 

well known. The dynamic behaviors such as periodic 

phenomenon, bifurcation and chaos are also of great interest. 

Diabetes Mellitus is a disease, which characterized by too 

high sugar levels in the blood and urine. According to the 

International Diabetes Federation (IDF), 387 million people 

have diabetes in 2014, and this number will rise to 592 

million by 2035. Diabetes also caused 4.9 million deaths in 

2014; every seven seconds a person dies from diabetes 

(http://www.idf.org/diabetesatlas/update-2014).  

 

The model for the interaction of glucose and insulin based on 

the work of [3] is discussed by Hussain-Zadeng in [4].  

 

In this paper we investigate the stability and Hopf bifurcation 

of the fractional-order for the interaction of glucose and 

insulin model with time delays. We develop a Hopf 

bifurcation theory for a system of fractional differential 

equations with time delay. Assume that 𝜏 is the time delay 

that represents the time taken by Pancreas to respond to the 

feedback of the glucose level. It is used as the bifurcation 

parameter. Here, we analyses the dynamical behavior of the 

extended system of Hussain-Zadeng in [3]: 

 

𝐷𝛼𝑥(𝑡) = −𝑎1𝑥(𝑡) − 𝑎2𝑥(𝑡)𝑦(𝑡) + 𝑎3, 𝑡 ∈ [0, 𝑇]

𝐷𝛼𝑦(𝑡) = 𝑏1𝑥(𝑡 − 𝜏) − 𝑏2𝑦(𝑡), 𝑡 ∈ [0, 𝑇]              
  (1) 

 

with  

𝑥(𝜃) = 𝜙(𝜃), 𝜃 < 0, 
𝑦(𝜃) = 𝜓(𝜃), 𝜃 < 0, 

 

where 𝑥 ≥ 0, 𝑦 ≥ 0, represents glucose and insulin 

concentration respectively, 𝑎1 and 𝑎2 are the rate constants 

which represent insulin-independent and insulin-dependent 

glucose disappearance respectively, 𝑎3 is the glucose 

infusion rate and 𝑏1 is the rate constant which represents 

insulin production due to glucose stimulation, 𝑏2 is the rate 

constant which represents insulin degradation. 

Fractional derivatives provide an excellent instrument for the 

description of memory and hereditary properties of various 

materials and processes. This is the main advantage of 

fractional derivatives in comparison with classical integer- 

order models, in which such effects are in fact neglected. The  

fractional calculus has a long history, starting from 1695 

when the derivative of order 𝛼 = 1/2 was described by 

Leibniz [5]. The theory of derivatives and integrals of non-

integer order goes back to Leibniz, Liouville, Grunwald, 

Letnikov and Riemann. Derivatives and integrals of 

fractional order have found many applications in recent 

studies in engineering mathematics, applied mathematics, and 

many fields of physics [6, 7].  

 

Broad classes of analytical methods have been proposed for 

solving fractional differential equations, such as the 

decomposition methods [8, 9], variational iteration methods 

[10-14], differential transform methods [15] and the 

homotopy perturbation method [16-18]. 

 

The sufficient conditions for stability of the fractional system 

with respect to the equilibrium point of the system are 

derived by using some inequality techniques. By using the 

http://sj.bu.edu.sa/
http://sj.bu.edu.sa/
http://www.idf.org/diabetesatlas/update-2014
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bifurcation point and critical frequency the transversally 

condition is verified for the point of bifurcation occurring. 

Numerical simulations have been used to verify the 

theoretical analysis. 

 

There are three main definitions of fractional-order 

differential, that is, Grunwald-Letnikov, Riemann-Liouville 

and Caputo's definitions. Here, this paper is based on the 

Caputo definition. 

 

Let Γ(z) = ∫ 𝑒−𝑡
∞

0
𝑒𝑧−1𝑑𝑡 be the Euler gamma function. 

Following [7], the Caputo fractional derivative of order 

𝛼 > 0, 𝑛 − 1 < 𝛼 < 𝑛, 𝑛 ∈ 𝑁 is defined as: 

 

𝐷𝛼𝑓(𝑡) =

{
 
 

 
 1

Γ(𝑛 − 𝛼)
∫

𝑓(𝑛)(𝑥)

(𝑡 − 𝑥)𝛼+1−𝑛
𝑑𝑥, 𝑛 − 1 < 𝛼 < 𝑛,

𝑡

0

𝑑𝑛

𝑑𝑡𝑛
𝑓(𝑡) ,                                    𝛼 = 𝑛.                

 

 

2. Stability Analysis 

 

This section deals with investigation of the stability and Hopf 

bifurcation of the delayed fractional-order model (1) for 

𝛼 = 1. More precisely, for 𝑡 ∈ [0, 𝑇], we study the following 

model: 

 
𝑑𝑥

𝑑𝑡
= −𝑎1𝑥(𝑡) − 𝑎2𝑥(𝑡)𝑦(𝑡) + 𝑎3,

𝑑𝑦

𝑑𝑡
= 𝑏1𝑥(𝑡 − 𝜏) − 𝑏2𝑦(𝑡).              

                  (2) 

 

The steady state of the system (2) is one of which:  

 

𝑥(𝑡) = 𝑥(𝑡 − 𝜏) and 𝐷𝛼𝑥(𝑡) = 0, 
 

𝑦(𝑡) = 𝑦(𝑡 − 𝜏) and 𝐷𝛼𝑦(𝑡) = 0. 

 

It is easy to see that system (2) has the equilibrium point 

𝐸1 = (𝑥
∗, 𝑦∗) as the following: 

 

𝑥∗ =
−𝑎1𝑏2 + √(𝑎1𝑏2)

2 + 4𝑎2𝑏2𝑎3𝑏1
2𝑏1𝑎2

, 

𝑦∗ =
−𝑎1𝑏2 +√(𝑎1𝑏2)

2 + 4𝑎2𝑏2𝑎3𝑏1
2𝑏2𝑎2

. 

 

By using 𝐺(𝑡) = 𝑥(𝑡) − 𝑥∗, 𝐼(𝑡) = 𝑦(𝑡) − 𝑦∗, the linear 

model of system (1) about 𝐸1 is given by: 

 
𝐷𝐺(𝑡) = −𝑎1𝐺(𝑡) − 𝑎2𝑦

∗𝐺(𝑡) − 𝑎2𝑥
∗𝐼(𝑡),

𝐷𝐼(𝑡) = 𝑏1𝐺(𝑡 − 𝜏) − 𝑏2𝐼(𝑡).                         
  (3) 

 

Using Laplace transform [19] on both sides of (3), one 

obtains  

 

 𝜆2 + 𝐴𝜆 + 𝐵 + 𝐶𝑒−𝜆𝜏 = 0,  (4) 
 

where 𝐴 = 𝑎1 + 𝑎2𝑦
∗ + 𝑏2, 𝐵 = 𝑎1𝑏2 + 𝑎2𝑏2𝑦

∗, and 

𝐶 = 𝑏1𝑎2𝑥
∗. 

 

Lemma 1. If 𝐵 +  𝐶 ≠  0 and 𝐵2  > 𝐶2 , then the number of 

pairs of pure imaginary roots of the characteristic equation 

(4) is zero for 𝜏 > 0. (i.e., the unique equilibrium point of (4) 

is stable for all 𝜏 > 0). 

 

Proof. We observed that 𝜆 = 0 cannot be a root of the 

characteristic equation (4), since 𝐵 +  𝐶 ≠  0. Therefore, the 

only possibility for instability is Hopf bifurcation. We have 

to check whether there exists a real  𝜇 > 0, so that 𝜆 = 𝑖𝜇 is a 

root of: 

 

Δ(𝜆) = 0. 
 

Here, ∆(𝜆) is considered as a characteristic matrix of system 

(2). Substituting 𝜆 = 𝑖𝜇 in (4), one obtains 

 

 -𝜇2 + 𝐴𝑖𝜇 + 𝐵 + 𝐶𝑒−𝑖𝜇𝜏 = 0.  (5) 
 

Equation (5) becomes  𝐶𝑒−𝑖𝜇𝜏 = 𝜇2 − 𝐴𝑖𝜇 − 𝐵. 

 

From this, one obtains, 

 

 |
𝜇2−𝐴𝑖𝜇−𝐵

𝐶
| ≤ 1.  (6) 

 

By choosing 𝐺(𝜇) = (𝜇2 − 𝐵)2 + 𝐴2𝜇2𝐶2 and 𝐺(0) =

(
𝐵

𝐶
)
2
, we have 

 
𝑑𝐺(𝜇)

𝑑𝜇
= 4𝜇(𝜇2 − 𝐵) + 2𝐴2𝜇 𝐶2 ≥ 0. 

 

This shows that 𝐺(𝜇) is an increasing function of 𝜇 and 

𝐺(0) > 1, it follows that 𝐺(𝜇) > 1 for all 𝜇 ≥ 0. This 

contradicts Eq. (6). 

 

From Lemma 1, we conclude that there is no stability switch. 

So the system is always locally asymptotically stable. 

 

Now, we examine the stability of system (2) for 𝜏 = 0, the 

characteristic equation (4) becomes 

 

 𝛥(𝜆) = 𝜆2 + 𝐴𝜆 + 𝐵 + 𝐶 = 0 .  (7) 
 

Eq. (7) can be converted to 

 

𝜆2 + 𝐷1𝜆
 + 𝐷2 = 0, 

 

where 𝐷1 = 𝐴, 𝐷2 = 𝐵 + 𝐶. Let us define 

 

ψ1 = 𝐷1, ψ2 = 𝐷1𝐷2, 
 

Then from the above results, we make the following 

hypotheses: ψ𝑖 > 0 (𝑖 = 1,2). 
 

Lemma 2. If ψ1 > 0 and ψ2 > 0 holds, then the zero 

equilibrium point of the fractional order system (2) is 

asymptotically stable when 𝜏 = 0. 

 

Remark 1. The conditions ψ1 > 0 and ψ2 > 0 are sufficient 

condition for Lemma 2. If the conditions are retrieved by 

another method which entails that all the roots of equation (1) 

satisfy 

 

|arg (𝜆)| > 𝛼𝜋/2, 
 

then Lemma 2 may still hold. 

Lemma 3. If 𝐵 <  𝐶, then the transversality conditions 

 

 
𝑑(𝑅𝑒 𝜆)

𝑑𝜏
|
𝜏=𝜏0,𝜇=𝜇0

> 0  (8) 

 

hold. 

 

Proof. Differentiating the both sides of Eq. (4) with respect 

to 𝜏 and noticing that 𝜆 is a function of 𝜏, one obtains 

 

[2𝜆 + 𝐴 − 𝐶𝜏𝑒−𝜏𝜆]
𝑑𝜆

𝑑𝜏
= 𝐶𝜆𝑒−𝜏𝜆, 
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which implies 

 

(
𝑑𝜆

𝑑𝜏
)
−1
=

(2𝜆+𝐴) 𝑒𝜏𝜆

𝐶𝜆
−

𝜏

𝜆
 . 

 

Noting that 𝜆 = ±𝑖𝜇0 when 𝜇 = 𝜇0 satisfy (6), therefore, one 

obtains 

 

(
𝑑(𝑅𝑒 𝜆)

𝑑𝜏
)
𝜏=𝜏0,𝜇=𝜇0

−1

= 𝑅𝑒 [
(2𝜆 + 𝐴) 𝑒𝜏𝜆

𝐶𝜆
]
𝜏=𝜏0,𝜇=𝜇0

 

                                      =
1

𝐶2
√(𝐴2 − 4𝐵)𝐴2 + 4𝐶2 > 0.  

 

Thus, the transversability condition  

 
𝑑(𝑅𝑒 𝜆)

𝑑𝜏
|
𝜏=𝜏0,𝜇=𝜇0

> 0 

 

holds, and hence Hopf bifurcation occurs at 𝜏 = 𝜏0. This 

completes the proof. 

 

From Lemma 3, we have the following result. 

 

Lemma 4. If 𝜏 ≠ 𝜏0, then Eq. (4) has at least one root with 

strictly positive real part. 

 

By Lemmas 1-4, we have the following result on stability and 

bifurcation of system (1). 

 

Lemma 5. If 𝑞 ≥ 𝑟, then the positive equilibrium 𝐸1 of 

system (1) is asymptotically stable for any 𝜏 ≥ 0 if 𝑞 < 𝑟, 

then the positive equilibrium 𝐸1 of system (1) is 

asymptotically stable when 𝑡 ∈ [−𝜏, 0]. 
 

Remark 2. System (1) undergoes a Hopf bifurcation at the 

origin when 𝜏 = 0. 

 

Remark 3. Lemma 5 implies that the transversality condition 

(8) of Hopf bifurcations is satisfied for the delayed fractional-

order model (1). 

 

 

3. Local and global stability analysis for fractional system 

 

This section deals with investigation of the stability and 

bifurcation of the model (1). The interior-equilibrium point 

𝐸1 = (𝑥
∗, 𝑦∗) exists unconditionally as 𝑥∗ and 𝑦∗ are always 

positive as all the parameters are considered positive. To 

linearize the model (1) about 𝐸1, let 𝐺(𝑡) = 𝑥(𝑡) − 𝑥∗ and 

𝐼(𝑡) = 𝑦(𝑡) − 𝑦∗. After removing nonlinear terms, one 

obtains  

 
𝐷𝛼𝐺(𝑡) = −𝑎1𝐺(𝑡) − 𝑎2𝑦

∗𝐺(𝑡) − 𝑎2𝑥
∗𝐼(𝑡),

𝐷𝛼𝐼(𝑡) = 𝑏1𝐺(𝑡 − 𝜏) − 𝑏2𝐼(𝑡), 0 < 𝛼 ≤ 1.     
  (9) 

 

Taking Laplace transform [19] on both sides of (9), one 

obtains the associated characteristic equation as follows: 

 

|
𝜆𝛼 + 𝑎1 + 𝑎2𝑦

∗ 𝑎2𝑥
∗

−𝑏1𝑒
−𝜆𝜏 𝜆𝛼 + 𝑏2

| = 0. 

 

Thus the characteristic equation is:  

  

 𝜆2𝛼 + 𝐴𝜆𝛼 + 𝐵 + 𝐶𝑒−𝜆𝜏 = 0,  (10) 
 

where 𝐴 = 𝑎1 + 𝑎2𝑦
∗ + 𝑏2, 𝐵 = 𝑎1𝑏2 + 𝑎2𝑏2𝑦

∗, and 

𝐶 = 𝑎2𝑏1𝑥
∗. Equation (10) can be rewritten in the following 

characteristic polynomial: 

 

𝑃1(𝜆) + 𝑃2(𝜆)𝑒
−𝜆𝜏 = 0,            (11) 

where 𝑃1(𝜆) = 𝜆
2𝛼 + 𝐴𝜆𝛼 + 𝐵 𝑎𝑛𝑑 𝑃2(𝜆) = 𝐶. Multiplying 

both sides of (11) by 𝑒𝜆𝜏, we get 

 

𝑃1(𝜆)𝑒
𝜆𝜏 + 𝑃2(𝜆) = 0.                                                       (12)  

 

Let 𝐴𝑟 and 𝐵𝑟 be the real and imaginary parts of 𝑃𝑟(𝜆) (𝑟 =
1, 2) and be defined as 

 

𝐴1 = 𝜇
2𝛼 𝑐𝑜𝑠 𝛼𝜋  + 𝐶11𝜇

𝛼 𝑐𝑜𝑠
𝛼𝜋

2
− 𝐶12𝛾

𝛼 𝑠𝑖𝑛
𝛼𝜋

2
+ 𝐶21

𝐴2 = 𝐶31𝜇
𝛼 𝑐𝑜𝑠

𝛼𝜋

2
− 𝐶32𝛾

𝛼 𝑠𝑖𝑛
𝛼𝜋

2
,                                    

𝐵1 = 𝜇
2𝛼 𝑠𝑖𝑛 𝛼𝜋  + 𝐶11𝜇

𝛼 𝑠𝑖𝑛
𝛼𝜋

2
+ 𝐶12𝛾

𝛼 𝑐𝑜𝑠
𝛼𝜋

2
+ 𝐶22

𝐵2 = 𝐶31𝜇
𝛼 𝑠𝑖𝑛

𝛼𝜋

2
+ 𝐶32𝛾

𝛼 𝑐𝑜𝑠
𝛼𝜋

2
,                                    

 (13) 

 

where 𝐶11 = 𝑅𝑒 (𝐴), 𝐶21 = 𝑅𝑒 (𝐵), 𝐶31 = 𝑅𝑒 (𝐶), 𝐶12 =
𝐼𝑚 (𝐴), 𝐶22 = Im (𝐵) and 𝐶32 = Im (𝐶). Then, by using 𝐴𝑟 

and 𝐵𝑟 and substituting (13) in (12), we get 

 

(𝐴1 + 𝑖𝐵1)𝑒
𝜆𝜏 + (𝐴2 + 𝑖𝐵2) = 0.  (14) 

 

Further, we will analyze stability and bifurcation properties; 

for this we consider the real number 𝜇 > 0, there exists 

𝜆 = 𝑖𝜇 = 𝜇 (𝑐𝑜𝑠
𝜋

2
+ 𝑖 sin

𝜋

2
), then we substitute the 

expression of 𝜆 into (14) and separating the real and 

imaginary parts of it, it results in 

 
𝐴1 𝑐𝑜𝑠 𝜇𝜏 − 𝐵1 𝑠𝑖𝑛 𝜇𝜏 = −𝐴2, 
𝐴1 𝑐𝑜𝑠 𝜇𝜏 − 𝐵1 𝑠𝑖𝑛 𝜇𝜏 = −𝐵2,

 (15) 

 

Utilizing Eq. (15), direct calculation yields 

 

cos 𝜇𝜏 = − 
𝐴1𝐴2 + 𝐵1𝐵2

𝐴2
2 + 𝐵2

2 = 𝑔1(𝜇), 

sin 𝜇𝜏 =
𝐴2𝐵1 − 𝐴1𝐵2

𝐴2
2 + 𝐵2

2 = 𝑔2(𝜇). 

 

It is clear that 

𝑔1
2(𝜇) + 𝑔2

2(𝜇) = 1. 
 

Thus, it follows from cos 𝜇𝜏 = 𝑔1(𝜇) that 

 

𝜏(𝑘) =
1

𝜇
(𝑎𝑟𝑐𝑐𝑜𝑠 𝑔1(𝜇) − 2𝑘𝜋) , 𝑘 = 0, 1, 2, … ..  (16) 

 

We suppose that Eq. (14) has at least one positive real root. 

Define the bifurcation point: 

 

𝜏0 =  𝑚𝑖𝑛{𝜏
(𝑘)}, 𝑘 = 0, 1, 2, … .. 

 

where 𝜏(𝑘) is defined by (16). 

 

In order to achieve the transversality condition for the 

occurrence for Hopf bifurcation, the following further 

hypothesis is needed: 

 

𝑅𝑒 [
𝑑𝜆

𝑑𝜏
]
𝜏=𝜏0,𝜇=𝜇0

≠ 0, where 𝜏0 and 𝜇0 are bifurcation 

point and critical frequency, respectively. 

 

 

Lemma 6 Suppose that 𝜆(𝜏) = 𝛾(𝜏) + 𝑖𝜇(𝜏) is the root of 

Eq. (2) near 𝜏 = 𝜏𝑘 and satisfying 𝛾(𝜏𝑘) = 0, 𝜇(𝜏𝑘) = 𝜇0, 

....,2,1,0k , then the following transversality condition  

 

 𝑅𝑒 [
𝑑𝜆

𝑑𝜏
]
𝜏=𝜏0,𝜇=𝜇0

≠ 0  (17) 

 

hold. 
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Proof. Substitute 𝜆(𝜏) into Eq. (11) and differentiating both 

sides of it with respect to 𝜏, it can be shown  that: 

 

𝑃1
′(𝜆)

𝑑𝜆

𝑑𝜏
+ 𝑃2

′(𝜆)𝑒−𝜆𝜏
𝑑𝜆

𝑑𝜏
+ 𝑃2(𝜆)𝑒

−𝜆𝜏 (−𝜏
𝑑𝜆

𝑑𝜏
− 𝜆) = 0, 

 

where 𝑃𝑖
′(𝜆) are the derivatives of 𝑃𝑖(𝜆) (𝑖 = 1,2). Hence, 

 

 
𝑑𝜆

𝑑𝜏
=

𝑀(𝜆)

𝑁(𝜆)
,  (18) 

 

where 𝑀(𝜆) = 𝜆𝐶𝑒−𝜆𝜏 and 𝑁(𝜆) = 2𝛼𝜆2𝛼−1 + 𝐴𝛼𝜆𝛼−1 −
𝜏𝐶𝑒−𝜆𝜏. By straightforward computation, it can be deduced 

from Eq. (18) that: 

 
𝑑𝜆

𝑑𝜏
=
𝑀1𝑁1 +𝑀2𝑁2 + 𝑖(𝑀2𝑁1 −𝑀1𝑁2)

𝑁1
2 +𝑁2

2 , 

 

then we take 

 

𝑅𝑒 [
𝑑𝜆

𝑑𝜏
]
𝜏=𝜏0,𝜇=𝜇0

=
𝑀1𝑁1+𝑀2𝑁2

𝑁1
2+𝑁2

2 , 

 

where 𝑀1, 𝑀2 are the real and imaginary parts of 𝑀(𝜆) and 

𝑁1, 𝑁2 are the real and imaginary parts of 𝑁(𝜆), which are 

defined as 
 

𝑀1 = 𝜇0𝐶 [𝜇0
𝛼 cos

𝛼𝜋

2
 sin 𝜇0𝜏0 − 𝜇0

𝛼 sin
𝛼𝜋

2
 cos 𝜇0𝜏0], 

 

𝑀2 = 𝜇0𝐶 [𝜇0
𝛼 sin

𝛼𝜋

2
 sin 𝜇0𝜏0 + 𝜇0

𝛼 cos
𝛼𝜋

2
 cos 𝜇0𝜏0], 

 

𝑁1 = 2𝑎𝜇0
2𝛼−1 cos

(2𝛼−1)𝜋

2
+ 𝐴𝛼𝜇0

𝛼−1 cos
(𝛼−1)𝜋

2
+

𝐶 (𝛼𝜇0
𝛼−1 cos

(𝛼−1)𝜋

2
− 𝜏0𝜇0

𝛼 cos
𝛼𝜋

2
) cos 𝜇0𝜏0 +

𝐶 (𝛼𝜇0
𝛼−1 sin

(𝛼−1)𝜋

2
− 𝜏0𝜇0

𝛼 sin
𝛼𝜋

2
) sin 𝜇0𝜏0 , 

 

𝑁2 = 2𝑎𝜇0
2𝛼−1 sin

(2𝛼−1)𝜋

2
+ 𝐴𝛼𝜇0

𝛼−1 sin
(𝛼−1)𝜋

2
+

𝐶 (𝛼𝜇0
𝛼−1 sin

(𝛼−1)𝜋

2
− 𝜏0𝜇0

𝛼 sin
𝛼𝜋

2
) cos 𝜇0𝜏0 +

𝐶 (−𝛼𝜇0
𝛼−1 cos

(𝛼−1)𝜋

2
+𝜏0𝜇0

𝛼 cos
𝛼𝜋

2
) sin 𝜇0𝜏0.  

 

Thus, from (17), the condition of the occurrence for Hopf 

bifurcation introduced since 

 

 
𝑀1𝑁1+𝑀2𝑁2

𝑁1
2+𝑁2

2 ≠ 0.  (19) 

 

From the above investigation, we can state the following 

theorem. 

 

Lemma 7. Assume that is satisfied for system (1), the 

following results hold: 

 

1. The zero equilibrium point is asymptotically stable for 

𝜏 ∈ [0, 𝜏0). 
 

2. The system (1) exhibits a Hopf bifurcation at the origin 

when 𝜏 = 𝜏0, that is, the system (1) has a branch of periodic 

solutions bifurcating from the zero equilibrium point near 

𝜏 = 𝜏0. 

 

Now, we study the global stability of the equilibrium points 

of (1).  By considering the linearize system (3) and taking the 

Laplace transform [19] on both sides of (3), we obtain 

 
𝑠𝛼𝑈1(𝑠) = −𝑎1𝑈1(𝑠) + 𝑠

𝛼−1𝜑1(0) − 𝑎2𝑦
∗𝑈1(𝑠) − 𝑎2𝑥

∗𝑈2(𝑠),          

𝑠𝛼𝑈2(𝑠) = −𝑏1(𝑈1(𝑠) + ∫ 𝑒−𝑠𝑡𝜑1(𝑡)
0

−𝜏
𝑑𝑡) + 𝑠𝛼−1𝜑2(0) − 𝑏2𝑈2(𝑠),

(20) 

where 𝑈1(𝑠) = 𝐿(𝐺(𝑡)) and 𝑈2(𝑠) = 𝐿(𝐼(𝑡)) are Laplace 

transform of 𝐺(𝑡) and 𝐼(𝑡), respectively. Here, it should be 

mentioned that the initial values 𝐺(𝑡) = 𝜑1(𝑡) and 𝐼(𝑡) =
𝜑2(𝑡) with 𝑡 ∈ [−𝜏, 0]. System (20), can be rewritten as 

follows: 

 

∆(𝑠). [
𝑈1(𝑠)

𝑈2(𝑠)
] = [

𝑘1(𝑠)

𝑘2(𝑠)
] (21) 

 

in which 

 

∆(𝑠). [
𝑠𝛼 + 𝑎1 + 𝑎2𝑦

∗ 𝑎2𝑥
∗

−𝑏1 𝑠𝛼 + 𝑏2
], 

 

and 

 

𝑘1(𝑠) = 𝑠
𝛼−1𝜑1(0), 

 

𝑘2(𝑠) = 𝑏1 ∫𝑒
−𝑠𝑡𝜑1(𝑡)

0

−𝜏

𝑑𝑡 + 𝑠𝛼−1𝜑2(0). 

 

Here, det ∆(𝑠) as its characteristic polynomial. Thus, the 

distribution of the eigenvalues of det ∆(𝑠) determines the 

stability of system (9). 

 

Theorem 1. If all the roots of the characteristic equation 

det ∆(𝑠) = 0 have negative real parts, then the positive 

equilibrium point 𝐸1 of system (1) is Lyapunov globally 

asymptotically stable. 

 

Proof. Multiplying both sides of (10) by s  gives 

 

∆(𝑠). [
𝑠 𝑈1(𝑠)

𝑠 𝑈2(𝑠)
] = [

𝑠 𝑘1(𝑠)

𝑠 𝑘2(𝑠)
]. (22) 

 

If all roots of the transcendental equation det ∆(𝑠) = 0 lie in 

open left complex plane, i.e., 𝑅𝑒 (𝑠) < 0, then we consider 

(19) in 𝑅𝑒 (𝑠) < 0. In this restricted area, system (11) has a 

unique solution(𝑠𝑈1(𝑠), 𝑠𝑈2(𝑠) ), so that: 

 

lim
𝑅𝑒 (𝑠)≥0
𝑠→0

𝑠𝑈𝑖(𝑠) = 0, 𝑖 = 1,2. 

 

From the assumption of all roots of the characteristic 

Equation  

det ∆(𝑠) = 0 
 

and the final-value theorem of Laplace transform [19] gives: 

 

lim
𝑡→+∞

𝐺(𝑡) = lim
𝑅𝑒 (𝑠)≥0
𝑠→0

𝑠𝑈1(𝑠) = 0, 

and 

lim
𝑡→+∞

𝐼(𝑠) = lim
𝑅𝑒 (𝑠)≥0
𝑠→0

𝑠𝑈2(𝑠) = 0, 

It implies that the zero solution of the fractional-order system 

(1) is Lyapunov globally asymptotically. 

 

Corollary 1. [20] Suppose that 𝜏 = 0 and 𝛼 ∈ (0,1). If all 

the roots of the equation 

 

det ∆(𝑠𝐼 − 𝐴) = 0 
 

satisfy 

 

|arg (𝜆)| >
𝛼𝜋

2
, 

 

then the zero solution of system (4) is Lyapunov globally 

asymptotically stable. 
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4. Numerical Simulations 

 

This section deals with some examples and numerical 

simulations to verify our theoretical results proved in the 

previous sections by using MATLAB program. We consider 

the system: 

 
𝐷𝛼𝐺(𝑡) = −𝑎1𝐺(𝑡) − 𝑎2𝐺(𝑡) 𝐼(𝑡) + 𝑎3
𝐷𝛼𝐼(𝑡) = 𝑏1𝐺(𝑡 − 𝜏) − 𝑏2 𝐼(𝑡)               

  (23) 

 

with 𝑎1 = 0.1335, 𝑎2 = 22.04, 𝑎3 = 2.333, 𝑏1 = 0.22, 

𝑏2 = 2.200672. There is a positive equilibrium 𝐸1 =
(0.9992, 0.0999) and there is a critical value 𝜏0 = 0.6890. 

 

Case I. For 𝛼 =  1, 𝑠 =  0.01, the computer simulations, 

Figs. (1-4), show that 𝐸1 = (0.9992, 0.0999) is 

asymptotically stable when 𝜏 = 0.5090 < 𝜏0 = 0.6890. 

When 𝜏 passes through the critical value 𝜏0 = 0.6890, 

𝐸1loses its stability and a Hopf bifurcation occurs, i.e., a 

family of periodic solutions bifurcate from 𝐸1. When 𝜏 >
𝜏0 = 0.6890, 𝐸1 is unstable, see Figs. (5-6). 
 

Case II. For 𝛼 =  0.75, 𝑠 =  0.01, the computer 

simulations, Figs.(7-10), show that 𝐸1 is asymptotically 

stable when 𝜏 = 0.5090 < 𝜏0 = 0.6890. When 𝜏 passes 

through the critical value 𝜏0 = 0.6890, 𝐸1 loses its stability 

and a Hopf bifurcation occurs, i.e., a family of periodic 

solutions bifurcate from 𝐸1. When 𝜏 > 𝜏0 = 0.6890, 𝐸1 is 

unstable, see Figs. (11-12). 

 

Case III. For 𝛼 =  0.99, 𝑠 =  0.01, the computer 

simulations, Figs. (13-16), show that E1 is asymptotically 

stable when 𝜏 = 0.4890 < 𝜏0 = 0.6890. When 𝜏 passes 

through the critical value 𝜏0 = 0.6890, 𝐸1 loses its stability 

and a Hopf bifurcation occurs, i.e., a family of periodic 

solutions bifurcate from 𝐸1. When𝜏 > 𝜏0 = 0.6890, 𝐸1 is 

unstable, see Figs. (17-18). 

 
Fig. 1 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  1, 𝑠 =  0.01, 𝜏 =  0.5090 

 
Fig. 2 Glucose-Insulin dynamics for 𝛼 =  1, 𝑠 =
0.01, 𝜏 =  0.5090 

 
Fig. 3 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  1, 𝑠 =  0.01, 𝜏 =  0.6890 
 

 
Fig. 4 Glucose-Insulin dynamics for 𝛼 =  1, 𝑠 =
 0.01, 𝜏 =  0.6890 

 

 
Fig. 5 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  1, 𝑠 =  0.01, 𝜏 =  1.4890 
 

 
Fig. 6 Glucose-Insulin dynamics for 𝛼 =  1, 𝑠 =
0.01, 𝜏 =  1.4890 
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Fig. 7 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  0.75, 𝑠 =  0.01, 𝜏 =  0.6890 
 

 Fig. 8 Glucose-Insulin dynamics for 𝛼 =  0.75, 𝑠 =
 0.01, 𝜏 =  0.6890 
 

 
Fig. 9 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  0.75, 𝑠 =  0.01, 𝜏 =  0.5090 
 

 
Fig. 10 Glucose-Insulin dynamics for 𝛼 =  0.75, 𝑠 =
0.01, 𝜏 =  0.5090 
 

 
Fig. 11 Phase plain of the Glucose-Insulin dynamics for 

𝛼 =  0.75, 𝑠 =  0.01, 𝜏 =  1.4890 
 

 
Fig. 12 Glucose-Insulin dynamics for 𝛼 =  0.75, 𝑠 =
0.01, 𝜏 =  1.4890 
 

 
Fig. 13 Phase plain of the Glucose-Insulin dynamics for 

𝛼 = 0.99, 𝑠 =  0.01, 𝜏 =  1.4890 
 

 
Fig. 14 Glucose-Insulin dynamics for 𝛼 = 0.99, 𝑠 =
0.01, 𝜏 =  1.4890 
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Fig. 15 Phase plain of the Glucose-Insulin dynamics for 

𝛼 = 0.99, 𝑠 =  0.01, 𝜏 =  0.4890 
 

 
Fig. 16 Glucose-Insulin dynamics for 𝛼 = 0.99, 𝑠 =
0.01, 𝜏 =  0.4890 
 

 
Fig. 17 Phase plain of the Glucose-Insulin dynamics for 

𝛼 = 0.99, 𝑠 =  0.01, 𝜏 =  .6890 
 

 
 

Fig. 18 Glucose-Insulin dynamics for 𝛼 = 0.99, 𝑠 =
0.01, 𝜏 =  0.6890 

2. Conclusion 

 

Delay differential equations are an interesting form of 

differential equations, with many different applications, 

particularly in the biological and medical worlds. In this 

paper, a mathematical model has been proposed and analyzed 

to study the dynamics of glucose and insulin in the human 

body. Numerical simulations are carried out to demonstrate 

the results obtained. Appropriately determining the range of 

the delay based on physiology and clinical data is important 

in theoretical study. All the numerical results and graphs 

presented in the project were in agreement with those 

presented in the relevant corresponding papers. Our results 

reveal the conditions on the parameters so that the periodic 

solution exist surrounding the interior equilibrium. It shows 

that 𝜏0 is a critical value for the parameter𝜏. Furthermore, the 

direction of Hopf bifurcation and the stability of bifurcated 

periodic solutions are investigated. From the above results, 

we conclude that the model is physiologically consistent and 

may be a useful tool for further research on diabetes. 
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